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Pooled and Person-Specific Machine Learning Models for Predicting
Future Alcohol Consumption, Craving, and Wanting to Drink:

A Demonstration of Parallel Utility

Peter D. Soyster, Leighann Ashlock, and Aaron J. Fisher
Department of Psychology, University of California, Berkeley

Background and Aims: The specific factors driving alcohol consumption, craving, and wanting to drink, are
likely different for different people. The present study sought to apply statistical classification methods to
idiographic time series data in order to identify person-specific predictors of future drinking-relevant behavior,
affect, and cognitions in a college student sample.Design: Participants were sent 8 mobile phone surveys per
day for 15 days. Each survey assessed the number of drinks consumed since the previous survey, as well as
positive affect, negative affect, alcohol craving, drinking expectancies, perceived alcohol consumption norms,
impulsivity, and social and situational context. Each individual’s data were split into training and testing sets,
so that trained models could be validated using person-specific out-of-sample data. Elastic net regularization
was used to select a subset of a set of 40 variables to be used to predict either alcohol consumption, craving, or
wanting to drink, forward in time. Setting: A west-coast university. Participants: Thirty-three university
students who had consumed alcohol in their lifetime. Measurements: Mobile phone surveys. Findings:
Averaging across participants, accurate out-of-sample predictions of future drinking were made 76% of the
time. For craving, the mean out-of-sample R2 value was .27. For wanting to drink, the mean out-of-sample
R2 value was .27.Conclusion:Using a person-specific constellation of psychosocial and temporal variables, it
may be possible to accurately predict drinking behavior, affect, and cognitions before they occur.

Public Health Significance Statement
This study utilized both person-specific and between-subjects approaches to predict future drinking,
craving, and wanting to drink. Results indicated that both approaches performed well, but may have
different applied utility.
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Psychological and medical scientists have studied the causes,
correlates, and consequences of alcohol use for more than 150 years.
Given the broad demographics of those who use alcohol, and the wide-

ranging consequence of alcohol use, there have been specific research
subdomains related to alcohol consumption in men, women, and
children for nearly as long (Madden, 1884). These literatures reveal
invaluable contributions detailing topics as broad as the demographics
of alcohol use, the biological mechanisms of alcohol metabolism, and
the acute and chronic psychological effects of alcohol intoxication.
Despite this attention, many fundamental questions in alcohol research
remain unanswered. Perhaps chief among these is, what causes
someone to drink in a way that hurts their well-being, and how
can they be helped to modify their drinking behavior? Many potential
mechanisms driving alcohol use have been identified, such as inten-
tions to drink (Conner et al., 1999), personality characteristics like
impulsivity (Stewart & Devine, 2000), and contextual factors like
social norms (Kuntsche et al., 2006). Yet uncertainty remains regard-
ing how to determine the relative influence of these mechanisms on
actual consumption of alcohol for any given person. Methods for
determining which of these mechanisms are relevant to a given
population or individual are needed but are not yet optimized.
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College Drinking

Studying the causes of alcohol use in college students is particularly
important (Jennison, 2004). While higher education is a protective
factor for many negative health behaviors (Collins et al., 2009),
several findings suggest that college is a risk factor for hazardous
alcohol use (Slutske, 2005; Turrisi et al., 2006). Researchers consider
college students to be a distinct population, due to their higher risk for
problematic drinking (Slutske, 2005). College students’ unique drink-
ing characteristics distinguish them from the general population.
Moreover, they represent an early developmental stage of drinking
behavior over the life course. Thus, they may provide an opportunity
to examine specific mechanisms purported to lead to drinking in the
general population—although it remains unclear if factors leading to
alcohol use in college students occur similarly in other groups. For
example, alcohol craving iswidely regarded as amechanism that leads
to alcohol consumption (Iwanicka & Olajossy, 2015; Lowman et al.,
2000; McHugh et al., 2016), yet some research has reported that due
to the episodic nature of college drinking, situational factors like the
day of the week likely play a more predominant role in consumption
behavior (Kuntsche & Labhart, 2012). However, given a growing
body of work in idiographic science, evidence points to the likelihood
that, even within this population, the relationship between mechan-
isms such as craving and alcohol consumption will differ from person
to person.

Idiographic and Nomothetic Approaches

Idiographic science is an area of human subjects research that places
the individual at the center of hypotheses and analyses, rather than
extrapolating person-level inferences from aggregated data (Fisher
et al., 2018). Molenaar and Campbell (2009) have demonstrated
that the statistical properties of mechanistic effects derived from
between-subjects data cannot be presumed to represent the intra-
individual mechanisms of any specific individual. Due to the hetero-
geneity of intra-individual processes, the influences of person-level
mechanisms can often differ from person to person, creating different
data generating processes across persons, ultimately resulting in distinct
and differentiable statistical properties within each individual. How-
ever, this does not preclude the possibility that there are also genuine
nomothetic data generating processes in the population. That is,
whereas the particular influence of variables such as craving or delayed
gratificationmay be idiosyncratic in their presentation and, thus, require
idiographic methodologies to properly study, other phenomena may be
more general and consistent from person to person. For instance,
alcohol consumption could be reasonably expected to increase, gener-
ally, during evenings and weekends, or relatively uniformly across
specific subpopulations during holidays or sporting events. Thus, there
may be utility in pursuing parallel idiographic and nomothetic methods
for predicting drinking behavior—in order to identify possible shared
versus unique sources of influence on individuals.
For this reason, the present study pursued complementary analy-

ses of idiographic and nomothetic data structures for predicting
alcohol consumption, craving, and wanting to drink. Idiographic
approaches allow the possibility that the data generating processes
that drive individual drinking behavior will differ from person to
person, and nomothetic approaches assume that pooling across
individuals will produce generalizable predications that are appli-
cable across participants. Importantly, to make such a comparison,

study conceptualization and design must be predicated on the
requirements of idiographic science. That is, because idiographic
approaches require the collection of intensive repeated measures
from individual participants in order to carry out unique, individu-
alized analyses for each person, an idiographic approach obligates
researchers to consider data density and temporality in ways that
nomothetic analyses do not. To wit, individual data structures can be
concatenated and aggregated to produce group-level data structures,
whereas group-level data structure cannot be disaggregated to a
level of granularity that does not exist in the primary data collection.
From the idiographic perspective, participants ostensibly become a
collection of N-of-1 studies, which can then be subsequently
aggregated or compared. In the context of the present analysis, a
nomothetic approach asks what, generally, predicts when college
students will drink alcohol? Conversely, the idiographic approach
asks what predicts when this specific college student will drink
alcohol? As social science and medical fields work towards preci-
sion and personalized intervention models, we argue that the
idiographic approach, if feasible, may provide information that is
both superior and more granular for clinical applications. Neverthe-
less, this remains an empirical question, one that should be interro-
gated through direct comparison.

The Present Study

The present study used an ecological momentary assessment
(EMA) paradigm to identify potential predictors of alcohol con-
sumption, alcohol craving, and wanting to drink, in a sample of
college students. We hypothesized that the precise mechanisms
driving alcohol use, craving, and wanting to drink, were likely to
differ markedly across participants, yielding unique prediction
models with variable out-of-sample accuracy. However, we like-
wise acknowledged the possibility that common influences on
drinking behavior may provide complimentary predictive utility,
prompting the comparison of the two approaches across individuals.
For fully idiographic predictions, we generated separate prediction
models for each participant. For the nomothetic comparison, we
pooled all participant data into a single prediction model. In both
cases, prediction accuracy was tested on person-specific holdout
data, assessing the degree to which idiographic or nomothetic
models accurately predict future outcomes at the person level.

In producing both idiographic and nomothetic prediction models,
the present study employed a set of procedures for defining a large set
of potential predictors, utilizing variable selection methods for
dimension reduction, and generating predictions via penalized regres-
sion models. Generating accurate and consistent predictions requires
the target behavior to be subject to a systematic, relatively consistent
data generating process (i.e., a set of contextual, interpersonal, and
intrapersonal processes dictating the behavior). Thus, in order to
generate models that can make accurate out-of-sample predictions,
the data capture must measure the individual over time, and include
the specific contextual variables that correspond to the behavior—
including thoughts, emotions, physical sensations, and contextual
features. Additionally, models should be able to represent the shape of
the behavior’s temporal variation (e.g., cyclic, based on time-of-day
or day-of-the-week; Fisher & Bosley, 2020). For these reasons, we
employed a bottom-up, data-driven approach to model construction,
starting with the maximum number of potential variables (i.e., the
feature space), and using variable selection procedures to reduce the
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total space to a subset of person-relevant features. In the present study
we utilized the least absolute shrinkage and selection operator
(LASSO; see, Section “Method”), however, it should be noted that
other feature selection approaches exist in the literature. The approach
employed in the present study facilitates parsimony in shaping model
construction, while also reducing overfitting through regularization.
The present study presupposed that accurate prospective

predictions would be derived from idiosyncratic combinations of
temporal and psychosocial variables within individual participants
(see Method). We hypothesized that consumption, craving and want-
ing to drink are systematic and predictable processes, which should be
reflected in indices such as area under the curve (AUC), sensitivity,
and specificity. Specifically, we hypothesized that we would observe a
medium to large effect size in model prediction, based on converting
model AUCs to Cohen’s D (i.e. medium = .50, large = .80; Cohen,
2013). We predicted that a substantial proportion of variance in
craving and wanting to drink (as indexed by R2) would be returned
in a majority of participant models. More precisely, we hypothesized a
medium to large R2 value for the craving and wanting to drink models
(i.e. medium = .13, large = .26; Cohen, 2013). Finally, given the
possibility that drinking behavior may be determined by both idiosyn-
cratic and general data generating processes, we compared the perfor-
mance of full idiographic predictions to a single, pooled prediction
model, tested on a person-by-person basis on individual holdout data.

Method

Participants

Thirty-three participants completed the present study, with
19 providing sufficient data for prediction modeling of drinking
events. Twenty-eight and 27 participants provided sufficient data
for predictive modeling of craving and wanting to drink, respectively.
In total, N = 30 unique participants were retained for modeling.
Retained participants were adults (Mage = 19; SDage = 2.75;
range = 18–30) living in the San Francisco Bay Area who self-
identified as having used alcohol in their lifetime. Twenty-seven
participants (90%) identified as female and two identified as male,
with one person who preferred not to disclose. Participants were
diverse with respect to race/ethnicity (37% white, 33% Asian/Pacific
Islander, 7% Hispanic or Latino, and 20%mixed or “other,” with 3%
who preferred not to disclose) and sexual orientation (80% hetero-
sexual, 3% homosexual, 13% bisexual/queer, with 3% who preferred
not to disclose). At baseline, participants reported consuming alcohol
on an average of 1.67 days in the past week (SD = 1.37, range = 0–4)
with an average of 4.23 (SD = 2.42, range = 1–12) drinks consumed
on the average drinking day. Demographic information for retained
and excluded participants is provided in Table 1.

Procedure

All study procedures were approved by the University of
California, Berkeley Committee for the Protection of Human Subjects
and all participants provided informed consent prior to participation.
Participants were recruited through an undergraduate research

participation pool. Interested individuals were directed to an online
survey to screen for study eligibility. Inclusion required at least
18-years-of-age, English-language proficiency, regular access to a
web-enabled mobile phone, having consumed alcohol (at least

one sip) in their lifetime, and having had thoughts of consuming
alcohol at least once in the previous month. Neither desire nor
motivation to change drinking behavior was required to participate.

Eligible participants were invited to our lab at UC Berkeley for
enrollment and baseline procedures. Participants completed a
computer-based baseline assessment. Participants were then intro-
duced to the EMA survey system and sampling protocol, and were
trained to accurately estimate standard drink equivalents. Partici-
pants then completed EMA surveys eight-times-daily for 15 days.
Surveys were sent on a semi-random schedule, randomly pushing a
survey within 2 hr windows throughout the day. Notifications were
sent to participants’ mobile phones as hyperlinked text messages.
EMA surveys asked participants to rate their current experience of
each variable on a 0 (not at all) to 100 (as much as possible) visual
analog slider. Participants who completed at least 80% of the mobile
phone surveys were reimbursed with partial course credit.

Baseline Measures

Demographics

Demographic measures included participants’ age, biological sex,
gender identity, sexual orientation, racial/ethnic identity, alcohol use
history, and psychological functioning.

EMA Survey Measures

Survey Procedure

Each survey assessed the number of standard drinks consumed
since the previous survey, as well as positive affect, negative affect,
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Table 1
Participant Demographics

Variable

Retained
participants (N = 30)

Excluded
participants (N = 3)

N (% of sub sample) N (% of sub sample)

Gender
Male 2 (7%) 0 (0%)
Female 27 (90%) 3 (100%)
Did not disclose 1 (3%) 0 (0%)

Age
Mean (SD) 19 (2.75) 21.33 (1.53)

Sexual orientation
Heterosexual 24 (80%) 3 (100%)
Homosexual 1 (3%) 0 (0%)
Bisexual/queer 4 (13%) 0 (0%)
Did not disclose 1 (3%) 0 (0%)

Race/ethnicity
White 11 (37%) 1 (33%)
Asian 10 (33%) 2 (66%)
Hispanic/Latino 2 (7%) 0 (0%)
Mixed race 6 (20%) 0 (0%)
Did not disclose 1 (3%) 0 (0%)

Mean drinking days per
week
Mean (SD) 1.67 (1.37) 1.33 (2.31)

Mean drinks per drinking
occasion
Mean (SD) 4.23 (2.42) 1.67 (1.53)

Age of first drink
Mean (SD) 15.60 (2.04) 14.33 (4.16)

PREDICTING ALCOHOL CONSUMPTION, CRAVING, AND WANTING 3



alcohol craving, drinking expectancies, perceived alcohol consump-
tion norms, impulsivity, and social and situational context. Table 2
contains the complete list of survey items and their wordings. The
mean number of completed surveys across all participants (N = 33)
was 107.6 (SD = 25.6), with a minimum of 11 and a maximum of
129. The mean number of completed surveys across retained
participants (N = 30) was 114 (SD = 12.22), with a minimum of
79 and a maximum of 129.

Data Preparation and Analysis

Each participant’s EMA data was prepared for analysis sepa-
rately. First, survey time stamps were used to calculate continuous
time since the first EMA survey. Next, we ensured that the data
frame had a uniform structure that reflected eight surveys per day,
starting with the first morning survey. Next, we created variables for
survey number (i.e., 1st, 2nd, etc. survey of the day), day of the
week, and cycles of 12 hr, 24 hr, and weekly frequency. The latter

variables were constructed from sine and cosine terms, consistent
with methods provided by Flury and Levri (1999).

For the models of alcohol consumption, participants’ data were
assessed for the frequency and distribution of drinking events.
Participants were omitted from analyses for insufficient frequency
of survey responses (N = 3) or for reporting so few drinking
occasions during the survey period that k-fold cross-validation could
not be run (N = 11). Drinking data were then transformed such that
each time point represented whether or not any drinking had
occurred since the last time point. For the craving and wanting
to drink models, participants’ data were assessed for variability in
reported craving and wanting to drink. Participants were omitted
from these analyses for insufficient frequency of survey responses
(N = 3) or for having insufficient variation in reported craving or
wanting to drink (e.g., reporting zero craving at nearly every time
point; N = 2 in craving model, N = 2 in wanting to drink model).

Finally, all temporal variables and the dichotomous drinking
variable were set forward in time by one observation. The resulting
data frame provided row-wise relationships wherein all temporal
variables were aligned in time with the occurrence of drinking
events and all remaining predictor variables were lagged predictors.
This data structure allowed for k-fold cross-validation of a time
series without violating the contiguity of the data. All prediction
models in the present analysis were lagged models—predicting
drinking events, craving, and wanting to drink roughly two hours
in the future. Table 2 presents the complete feature space for all
prediction models (number of possible variables = 40).

Constructing Prediction Models

Each participant’s time series was evenly split into two data sets
to be used for model training and testing. The specific observations
included in the training and testing sets were chosen randomly and
were not required to be temporally contiguous. Following the
division of the time series, elastic net regularization was used to
select independent variables for idiographic prediction models.

Elastic Net Regularization

Elastic net regularization (Zou & Hastie, 2005) was used for
variable selection in all training models. It should be noted that a
variety of other techniques exist for classification (e.g., random
forests, support vector machines, gradient boosting machines) and
variable selection (e.g., random forest variable importance, penal-
ized SVM), and competing methods could, ostensibly, provide
stronger predicted performance than the elastic net algorithm.
However, elastic net has several characteristics which make it an
attractive approach for the present aims. Elastic net is a regularized
regression technique that produces sparse models through coeffi-
cient penalization. Beyond protecting against model overfitting,
such penalization is useful for variable selection—coefficients
shrunk to zero are removed from the model. Given the ubiquity
and accessibility of regression-based methods in social sciences, the
elastic net thus represents a sensible bridge between classical and
machine learning approaches. To complete these analyses, we used
the cv.glmnet function in the glmnet package (Friedman et al., 2010)
in R. Elastic net integrates L1 and L2 penalization (i.e. LASSO
and ridge regression) via the alpha parameter. Alpha varies
from 0 (exclusively ridge regression) and 1 (exclusively LASSO

T
hi
s
do
cu
m
en
t
is
co
py
ri
gh
te
d
by

th
e
A
m
er
ic
an

P
sy
ch
ol
og
ic
al

A
ss
oc
ia
tio

n
or

on
e
of

its
al
lie
d
pu
bl
is
he
rs
.

T
hi
s
ar
tic
le

is
in
te
nd
ed

so
le
ly

fo
r
th
e
pe
rs
on
al

us
e
of

th
e
in
di
vi
du
al

us
er

an
d
is
no
t
to

be
di
ss
em

in
at
ed

br
oa
dl
y.

Table 2
Possibility Space for All Prediction Models

Items assessed through EMA

Since your last survey; how many alcoholic drinks have you had?
I feel comfortable in my current location
I feel stressed
I feel down/depressed
I feel calm/relaxed
I currently feel pressure to drink
I feel enthusiastic
I feel happy
I am having conflict/fighting with others
I am craving alcohol
I am feeling impulsive
A drink would make me feel better right now
What% of [university] students do you think are drinking alcohol right now?
I would like to drink
I feel able to delay gratification
I feel angry

Variables derived from time
Linear time
Quadratic time
Cubic time
12 hr cosine
12 hr sine
24 hr cosine
24 hr sine
Weekly cosine
Weekly sine
Monday
Tuesday
Wednesday
Thursday
Friday
Saturday
Sunday
Survey 1 of the day
Survey 2 of the day
Survey 3 of the day
Survey 4 of the day
Survey 5 of the day
Survey 6 of the day
Survey 7 of the day
Survey 8 of the day
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regression), with .50 representing an even balance between the
two. All models were initially run at alpha =.50. In the case that
no variables were retained, alpha was decreased incrementally by
values of .05 until at least one nonzero coefficient was retained. A
k-fold cross-validation with 10 folds was used to select the
optimal model. The lambda threshold with the minimum mean
cross-validated error was used to select the final model for each
participant.

Prediction Models

Following the elastic net procedure, retained variables were used
as independent variables in the prediction models. We constructed a
binary logistic regression model for each participant, using the
training data set. The resulting coefficients were then used to predict
drinking events in the testing data set. Following this, we used the
pROC function in the pROC package (Robin et al., 2011) in R to
determine AUC, sensitivity, specificity, and a brier score for pre-
dictions of each participant’s future drinking events in the testing
data set. Brier score represents the mean squared difference between
an observed binary outcome (e.g., drank/did not drink) and the
model estimated probability of that outcome occurring, with lower
scores indicating stronger predictive performance (Wilks, 2010). To
calculate effect size, we then used established methods for convert-
ing AUC to Cohen’s D (Salgado, 2018). We employed a similar
procedure for the craving and wanting to drink models, using linear
regression models to make predictions of future ratings of the
dependent variables, and calculating R2 values to estimate model
fit in the testing data set.
To increase the utility of study results to generate hypotheses for

future research, we conducted exploratory post-hoc analyses to assess
whether participant characteristics could be used to predict model
performance. In a series of bivariate linear regressions, we regressed
AUC, sensitivity, specificity, R2craving, and R2wanting onto participant
age, gender, sexual orientation, race/ethnicity, mean drinking days per
week, mean drinks per drinking occasion, number of EMA surveys
completed, number of drinking occasions during EMA period, and
whether in the previous year they met abuse criteria for cannabis,
hallucinogens, stimulants, or polysubstance abuse.

Pooled Prediction Models

In order to test the relative accuracy of nomothetic predictions, we
concatenated the time series for all 33 participants in order to
generate a single aggregate data frame. Across human subjects
research in medicine and the social sciences, multilevel modeling
(MLM) is the most commonmethod for handling repeated measures
data. However, support for MLM data structures is not commonly
found in machine learning methods, and no MLM alternatives
currently exist for LASSO or elastic net procedures. Thus, we
took a two-step approach to pursuing pooled analyses. It has
been well-demonstrated that pooling across repeated measures
can bias data analyses due to the nesting of repeated measures
within individuals. The variance attributable to repeated measures
can often be accounted for via the random intercept in aMLM. Thus,
in the first step of our pooled approach, we person-mean-centered
each variable for each participant to account for nesting within
persons across multiple measurements. Next, we created a lag-1
structure within each individual data set prior to concatenation, in

order to ensure that no between-subject lags existed in the aggre-
gated data. We then concatenated the 33 Lagged, person-mean-
centered time series into a long-format nomothetic (i.e. aggregated)
data frame. The elastic net procedures outlined above were then
applied to the pooled data. The aggregated model was produced with
alpha = .50. The fixed-effect coefficients from this model were then
applied to the out-of-sample holdout data for each individual to
predict drinking, craving, and wanting to drink, person by person.

Finally, due to the relative novelty of our pooled approach—and in
order to compare our results to the more ubiquitousMLMapproach—
we ran a second pooled-datamodelwithin anMLM framework. Using
the 24 variables selected by the elastic net procedure, we ran aMLM in
the lme4 (Bates et al., 2015) package inR, using the glmer function for
consumption and the lmer function for craving and wanting to drink.
Because it is possible that some bias and inflation of model perfor-
mance may have still been possible under the person-mean-centered
conditions, wewanted to compare these results to an industry-standard
approach with a random intercept.

Results

Complete data, analysis code, and results for all participants are
available on the Open Science Framework at https://osf.io/q7upd/.

Elastic Net Regularization

Dichotomous (Drank/Did Not Drink) Predictions

The results of all 19 person-specific dichotomous prediction models
are presented in Table 3. The mean out-of-sample AUC was .76
(SD = .16, range = .53–.98, Cohen’s D = .99). Out-of-sample AUC
was not normally distributed. Median out-of-sample AUC was .78.
The mean sensitivity was .81 (SD = .21; range = .33–1.00), and the
mean specificity was .78 (SD = .24; range = .30–1.00). The mean
Brier scorewas .097 (SD = .038; range = .045–.186). Together, these
findings indicate that models in the present study were 76% accurate
on average, with an average of 81% accuracy for predicting presence
and 78% accuracy for predicting absence of a drinking episode.

Continuous Predictions for “Craving” and
“Wanting to Drink”

The results for all person-specific models are presented in
Table 4. For craving, the mean out-of-sample R2 value was .27
(SD = .20; range = .00–.69). For wanting to drink, the mean out-
of-sample R2 value was also .27 (SD = .21; range = .00–.67).

Frequencies of variable retention by person-specific model type
are presented in Table 5. The median number of retained variables
for the idiographic drinking models was 11. The median number of
retained variables for the idiographic craving and wanting to drink
models was 5 and 8.5, respectively.

Pooled Prediction Models

The results of all pooled prediction models are presented in
Table 6. These results reflect the accuracy of the fixed-effect
coefficients of the pooled models in predicting future outcomes
in the out-of-sample idiographic time series.

The pooled elastic net regression model retained 24 variables
to predict drinking events. The mean out-of-sample AUC for
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person-level predictions from the pooled elastic net prediction coeffi-
cients was .78 (SD = .14, range = .55–.99, Cohen’sD = 1.05). Out-of-
sample AUCwas not normally distributed.Median out-of-sample AUC
was .81. The mean sensitivity was .85 (SD = .19; range = .30–1.00),
and the mean specificity was .81 (SD = .18; range = .35–1.00). The
mean Brier score was .111 (SD = .169; range = .024–.933).
Together, these findings indicate that the person-level tests of the
pooled elastic net predictors were 78% accurate on average, with
an average of 85% accuracy for predicting presence and 81%
accuracy for predicting absence of a drinking episode. The pooled
elastic net models retained 15 and 23 variables to predict craving
and wanting to drink, respectively. For craving, the mean out-of-
sample R2 value was .31 (SD = .22; range = .00–.73). For wanting
to drink, the mean out-of-sample R2 value was also .33 (SD = .22;
range = .00–.87).
As noted above,MLMmodelswere run using the predictors selected

by the elastic net models, in order to test the potential effect of utilizing
a random intercept onmodel performance. Results for allMLMmodels
are presented in Table 7. The mean out-of-sample AUC for person-
level predictions fromMLM prediction coefficients was.77 (SD = .14,
range = .49–1.00, Cohen’s D = 1.05). Out-of-sample AUC was not
normally distributed. Median out-of-sample AUC was .81. The mean
sensitivity was .82 (SD = .17; range = .50–1.00), and the mean
specificity was .80 (SD = .17; range = .30–1.00). The mean Brier
score was .075 (SD = .053; range = .003–.266). Taken together,
MLM results were comparable—in fact, nearly identical—to the results
of pooled elastic net models.
A series of repeated measures t-tests indicated that out-of-sample

tests exhibited significantly better R2craving (Mdifference = −.44,

t[27] = −4.30, p < .001), and R2wanting (Mdifference = −.28,
t[26] = −2.68, p = .01), based on the predictions generated
from the single, pooled model. There were no significant differences
between the idiographic and pooled predictions for AUC, sensitivity,
specificity, or Brier score.We found a similar pattern of results for the
out-of-sample MLM models. Out-of-sample R2craving (Mdifference =
−.05, t[27] = −2.16, p = .04), and R2wanting (Mdifference = −.05,
t[26] = −2.40, p = .02) were significantly better based on MLM
predictions.

Exploratory Analyses

Baseline variables did not significantly predict person-specific
model AUC, sensitivity, or specificity. However, person-specific
Brier scores were significantly lower for participants who identified
asmale when compared to those who identified as female (b = −.059,
t[16] = −2.25, p = .04) and R2craving was significantly larger for
participants who met criteria for hallucinogen (b = .24,
t[26] = 2.16, p = .04), stimulant (b = .33, t[26] = 3.74,
p < .001), and polysubstance abuse (b = .20, t[26] = 2.33,
p = .03). Person-specific R2wanting was significantly larger for parti-
cipants who had greater mean drinking days per week (b = .06,
t[25] = 2.31, p = .03), and those who met criteria for hallucinogen
(b = .26, t[25] = 2.22, p = .04) and stimulant abuse (b = .26,
t[25] = 2.57, p = .02).

Baseline variables did not significantly predict pooled model
AUC. Pooled specificity was significantly larger (b = .01,
t[25] = 3.00, p = .01) and pooled sensitivity was significantly
smaller (b = −.01, t[25] = −2.55, p = .02) for participants who
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Table 3
Person-Specific Dichotomous (Drank/Did Not Drink) Prediction Model Results

ID AUC Sensitivity Specificity Brier
No. of retained

variables Retained variables

No. of
retained
self-report
variables

1 .57 1.00 .30 .15 24 1,3,4,5,8,9,11,12,13,14,15,18,20,21,23,29,31,32,33,34,35,38,39,40 11
2 .78 .83 .81 .09 8 5,9,11,16,18,21,32,34 3
3 .98 1.00 .95 .07 8 5,9,11,12,16,17,18,36 4
4 .56 .75 .54 .08 8 4,5,11,12,13,31,36,39 5
5 .79 .75 .98 .06 12 4,5,8,9,13,16,23,28,32,37,39,40 5
6 .96 1.00 .90 .05 12 2,4,7,9,14,15,16,17,29,35,36,27 6
7 .94 1.00 .86 .06 16 2,3,6,7,12,14,16,17,20,22,23,29,30,33,35,37 6
9 .90 .75 .97 .12 17 3,7,9,10,11,13,14,15,16,17,

21,23,28,30,32,36,38
8

10 .66 1.00 .33 .11 14 4,8,9,11,12,13,15,28,29,30,32,33,37,40 7
12 .94 1.00 .88 .09 10 1,3,7,9,11,12,13,25,32,34 7
14 .72 .71 .90 .09 14 4,5,11,13,14,16,17,29,30,32,36,37,38,39 5
15 .53 .80 .42 .16 4 7,14,32,33 2
17 .68 .40 .97 .19 1 19 0
18 .83 .75 1.00 .05 10 5,10,12,13,15,23,31,33,35,38 5
21 .92 1.00 .76 .05 17 5,8,10,11,12,15,16,20,21,26,27,28,29,30,36,38,40 6
23 .74 .56 .91 .11 9 5,9,13,19,29,30,32,34,37 3
24 .58 .33 .96 .11 11 2,4,7,16,19,20,29,33,36,38,40 3
29 .87 .71 .90 .08 13 1,3,9,12,21,25,26,29,32,33,34,38,39 4
32 .53 1.00 .41 .15 11 5,6,8,15,20,26,28,32,34,35,38 4

Note. 1 = Comfortable, 2 = stressed 3 = down/depressed, 4 = calm, 5 = pressure to drink, 6 = enthusiastic, 7 = happy, 8 = experiencing conflict,
9 = craving, 10 = impulsive, 11 = positive alcohol expectancy, 12 = perception of drinking norms, 13 = want to drink,14 = able to delay gratification,
15 = angry, 16 = drank/did not drink, 17 = Monday, 18 = Tuesday, 19 = Wednesday, 20 = Thursday, 21 = Friday, 22 = Saturday, 23 = Sunday,
24 = survey 1, 25 = survey 2, 26 = survey 3, 27 = survey 4, 28 = survey 5, 29 = survey 6, 30 = survey 7, 31 = survey 8, 32 = linear time,
33 = quadratic time, 34 = cubic time, 35 = 12 hr cosine, 36 = 12 hr sine, 37 = 24 hr cosine, 38 = 24 hr sine, 39 = weekly cosine, 40 = weekly sine.
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completed a greater number of EMA surveys. Pooled Brier scores
were significantly lower for participants who completed a greater
number of EMA surveys (b = −.005, t[26] = −2.15,
p = .04) and significantly higher for those who had a larger
number of average drinks per drinking occasion (b = .04,
t[26] = 3.32, p = .002), and those who met criteria for halluci-
nogen (b = .207, t[26] = 2.48, p = .02), stimulant (b = .194,
t[26] = 2.57, p = .02), or polysubstance abuse (b = .151,
t[26] = 2.20, p = .04). Pooled R2

craving was significantly
larger for those who met criteria for cannabis (b = .17,
t[28] = 2.25, p = .03) or hallucinogen abuse (b = .23, t
[28] = 2.11, p = .04). R2wanting was significantly larger for those

who had more drinking days per week, on average (b = .06,
t[28] = 2.24, p = .03).

Baseline variables did not significantly predict MLM model AUC,
specificity, sensitivity, R2craving, or R

2
wanting. MLM Brier score was

significantly larger of participants who reported more drinking occa-
sions during the EMA period (b = .004, t[28] = 4.68, p < .001).

The same set of variables were used to investigate if there
were significant patterns in the groups of individuals who were
better predicted by the single pooled prediction or MLM models
versus the multiple person-specific models. When comparing the
person-specific models to the pooled estimate and MLM models,
none of the variables were significantly associated with having
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Table 4
Person-Specific R² Values for ‘Craving’ and ‘Want to Drink’ Models

ID
R²

craving

No. of
retained
variables

Retained
variables

No. of
retained
self-
report

variables

R² for
Want
to

Drink

No. of
retained
variables Retained variables

No. of
retained
self-report
variables

1 .10 4 11,12,14,29 3 .12 6 3,5,11,12,14,33 5
2 .29 12 1,3,5,11,12,13,16,17,20,21,27,40 6 .38 7 1,9,11,12,13,22,32 5
3 .19 8 1,8,9,11,13,19,39,40 5 .15 9 9,11,13,14,18,21,23,28,40 4
4 .01 1 13 1 .05 10 8,12,13,18,21,29,30,31,36,39 3
5 .47 12 3,5,6,11,13,17,21,30,33,35,37,39 5 .60 7 3,6,11,13,21,33,39 4
6 .28 7 6,9,28,33,34,36,37 2 .23 9 2,3,13,19,21,25,28,36,38 3
7 .40 6 6,9,11,12,13,36 5 .34 1 13 1
8 .51 4 8,9,12,13 4 .53 10 2,9,10,12,13,22,23,26,30,38 5
9 .51 5 8,9,13,31,36 3 .42 3 9,11,13 3
10 .20 1 13 1 .47 4 9,11,13,36 3
12 .44 6 13,27,30,34,36,37 1 .52 17 1,2,6,7,10,11,13,17,18,21,25,27,

29,30,36,37,39
7

13 NA NA NA NA .00 39 1,2,3,4,5,6,7,8,9,10, 11,12,13,14,15,16,
17,18,19,20,21,22,23,25,26,27,28,29,30,31,

32,33,34,35,36,37,38,39,40

15

14 .69 8 5,11,13,14,27,30,24,40 4 .50 5 11,13,29,30,31 2
15 .00 5 9,11,13,30,40 3 .03 5 9,11,13,32,33 3
16 .02 7 1,2,9,11,28,32,39 4 .19 1 11 1
17 .17 3 5,15,29 2 NA NA NA NA
18 .00 2 21,32 0 .09 9 1,5,16,19,20,29,32,33,34 2
19 .09 17 6,7,8,10,11,13,17,19,20,21,

22,26,29,31,32,37,38
6 .13 1 24 0

20 .51 7 3,5,8,9,13,15,32 6 .67 8 4,6,9,12,13,30,38,40 5
21 .57 12 4,5,6,12,13,15,16,23,28,31,39,40 6 .54 19 1,2,3,5,6,9,11,12,13,14,15,17,

21,23,25,28,33,35,39
11

22 .20 8 2,9,11,12,13,15,22,39 6 .17 9 6,9,10,11,13,15,20,21,34 6
23 .43 3 11,29,32 1 .42 2 9,13 2
24 .19 3 9,29,32 1 .02 21 3,4,5,7,9,10,12,14,15,18,19,20,22,25,26,

28,30,32,36,38,40
9

25 .00 3 9,12,31 2 .16 2 12,31 1
26 .25 5 6,9,13,29,34 3 .09 8 4,5,6,7,9,13,22,34 6
27 .46 1 13 1 .08 18 1,2,4,10,13,14,15,17,19,20,21,22,

23,28,29,33,38,40
7

28 NA NA NA NA NA NA NA NA
29 .31 5 1,7,11,20,28 3 .42 8 1,5,7,11,19,21,28,39 4
30 .17 5 11,15,18,32,40 2 .15 14 1,2,6,8,9,12,13,18,22,28,29,30,31,40 7
32 .12 2 12,30 1 .01 13 1,6,9,12,13,18,19,21,22,26,28,29,34 5

Note. 1 = comfortable, 2 = stressed, 3 = down/depressed, 4 = calm, 5 = pressure to drink, 6 = enthusiastic, 7 = happy, 8 = experiencing
conflict, 9 = craving, 10 = impulsive, 11 = positive alcohol expectancy, 12 = perception of drinking norms, 13 = want to drink, 14 = able to
delay gratification, 15 = angry, 16 = drank/did not drink, 17 = Monday, 18 = Tuesday, 19 = Wednesday, 20 = Thursday, 21 = Friday,
22 = Saturday, 23 = Sunday, 24 = survey 1, 25 = survey 2, 26 = survey 3, 27 = survey 4, 28 = survey 5, 29 = survey 6, 30 = survey 7,
31 = survey 8, 32 = linear time, 33 = quadratic time, 34 = cubic time, 35 = 12 hr cosine, 36 = 12 hr sine, 37 = 24 hr cosine, 38 = 24 hr sine,
39 = weekly cosine, 40 = weekly sine.
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better pooled or MLM predictions for AUC, sensitivity, specificity,
Brier score, R2

craving, or R
2
wanting.

Discussion

The present study sought to identify relative sets of person-
specific and pooled predictors of alcohol consumption, alcohol
craving, and wanting to drink in a sample of college students.
Additionally, we aimed to assess the ability of prediction models
comprised of psychosocial and temporal variables to accurately
predict future consumption, craving, and wanting to drink. At the
idiographic level of analysis, our model-building procedures re-
turned a unique number and combination of retained variables and
coefficients for each model for each participant. Despite this
variability—or perhaps because of it (Fisher et al., 2018;
Molenaar, 2004; Soyster & Fisher, 2019)—we observed strong
sample-wide prediction accuracy for future drinking occasions.
Slightly exceeding our expectations, a mean AUC = .76 corre-
sponded to a Cohen’s D = .99, indicating a large effect size

(Cohen, 2013). Based on each participant’s unique subset of vari-
ables selected from our feature space (see Table 2), accurate pre-
dictions of future drinking behavior could be made 76% of the time
(on average) in the present models. Further, our exploratory post-
hoc analyses indicated that the modeling approaches we present for
predicting alcohol-relevant affect and cognitions may be particularly
well-suited to individuals who meet criteria for other substance
abuse. It may be the case that in the context of more intensive
substance use (contrasted against less intense substance use), such
methods provide increased ability to accurately predict craving and
wanting to drink.

However, the present study also included two sets of analyses
based on aggregated data—one based on machine learning analysis
of person-mean-centered data and a multilevel model (MLM)
utilizing the predictors selected by the elastic net procedure. These
models allowed us to contrast our findings against a more traditional,
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Table 5
Frequencies of Variable Retention by Person-Specific Model Type

Variable Drinking Craving Want to drink

Comfortable 3 4 10
Stressed 3 3 8
Down/depressed 5 3 6
Calm 7 1 5
Pressure to drink 10 7 8
Enthusiastic 2 6 9
Happy 6 2 5
Conflict 5 5 3
Craving 10 13 15
Impulsive 3 2 7
Positive expectancy 9 13 15
Drinking norms 9 8 12
Want to drink 9 17 21
Delay gratification 6 2 6
Angry 7 6 6
Drink (yes/no) 9 2 2
Monday 5 3 4
Tuesday 3 1 7
Wednesday 3 2 7
Thursday 5 3 3
Friday 5 4 11
Saturday 1 3 10
Sunday 5 1 6
Survey 1 0 0 2
Survey 2 2 0 5
Survey 3 3 1 4
Survey 4 1 3 3
Survey 5 5 4 9
Survey 6 9 6 8
Survey 7 6 5 8
Survey 8 3 5 6
Linear time 11 7 5
Quadratic time 7 2 7
Cubic time 6 5 5
12 hr cosine 5 1 2
12 hr sine 7 5 6
24 hr cosine 6 5 4
24-sine 8 2 6
Weekly cosine 5 6 7
Weekly sine 5 6 6

Table 6
Pooled Elastic Net Model Results

ID AUC Sensitivity Specificity Brier
R2

craving
R² want
to drink

1 .62 .50 .86 .125 .18 .10
2 .68 .83 .60 .086 .31 .44
3 .96 1.00 .93 .070 .27 .32
4 .55 .75 .54 .090 .02 .17
5 .82 .75 .98 .046 .53 .50
6 .99 1.00 .98 .046 .34 .32
7 .63 1.00 .35 .076 .60 .59
8 .94 1.00 .89 .037 .60 .57
9 .83 .80 .81 .208 .53 .52
10 .79 .83 .83 .102 .28 .48
12 .90 .88 .88 .076 .45 .56
13 .94 1.00 .94 .029 .11 .28
14 .80 .71 .95 .078 .73 .55
15 .56 .30 .93 .154 .00 .00
16 NA NA NA NA .11 .29
17 .55 NA NA .225 .40 .49
18 .81 .75 1.00 .038 .08 .08
19 .93 1.00 .90 .041 .17 .12
20 .78 1.00 .56 .049 .72 .87
21 .92 1.00 .76 .058 .45 .46
22 .63 .67 .88 .051 .24 .32
23 .69 .56 .95 .112 .42 .32
24 .78 1.00 .58 .101 .34 .28
25 .85 .67 1.00 .055 .00 .26
26 NA NA NA NA .19 .03
27 .85 1.00 .85 .024 .14 .07
28 .79 1.00 .64 .933 .17 .07
29 .82 .86 .69 .095 .63 .61
30 .95 1.00 .95 .031 .34 .15
32 .61 1.00 .58 .072 .04 .09

Note. For drinking prediction model, retained variables = Stressed, down/
depressed, pressure to drink, happy, conflict, craving, impulsive, positive
alcohol expectancy, drinking norms, want to drink, angry, drank/did not
drink, Tuesday, Wednesday, Friday, Saturday, survey 2, survey 6, survey 7,
survey 8, 24 hr cosine, 24 hr sine, weekly cosine, weekly sine. For craving
model, retained variables = pressure to drink, enthusiastic, conflict, craving,
positive alcohol expectancy, drinking norms, want to drink, drank/did not
drink, Friday, Saturday, survey 3, survey 6, survey 7, 12 hr sine, 24 hr sine.
For wanting to drink model, retained variables = stressed, pressure to drink,
enthusiastic, conflict, craving, positive alcohol expectancy, drinking norms,
want to drink, delay gratification, angry, drank/did not drink, Monday,
Tuesday, Friday, Saturday, Sunday, survey 2, survey 6, survey 7, survey 8,
cubic time, 24 hr sine, weekly sine.
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pooled approach to data analysis. Within this nomothetic approach,
participant time series were pooled into a single data set, producing a
single set of coefficients for all participants. Thus, we pooled across
individuals in generating singular predictions for drinking events,
craving, and wanting to drink, from the elastic net and MLM,
respectively. For each dependent variable, we used the single set
of coefficients from the pooled model to make predictions in the out-
of-sample time series for each individual. Although we hypothe-
sized that the person-specific models would provide strong AUC,
sensitivity, specificity, and R2, due to their ability to better-learn the
idiosyncratic features of each individual’s data, it should be empha-
sized that pooling across participants has the advantage of borrow-
ing information from the aggregated sample in places where the
person-level data may be missing or incomplete. Consistent with
this idea, we were able to generate prediction models for individuals
who were excluded from idiographic modeling due to insufficient

data. Moreover, whereas idiographic approaches emphasize idio-
syncratic, person-level drivers of drinking behavior, nomothetic
models capture general (and generalizable) data generating pro-
cesses that may exist across individuals in a population.

Importantly, the pooled approach yielded equivalent results
for predicting future drinking events, with mean out-of-sample
predictions greater than, but not statistically significant from the
person-specific models. However, the pooled model and MLM
both did a significantly better job in predicting future ratings for
craving and wanting to drink. This pattern of results indicated that
for craving and wanting to drink, the shared information between
participants was concordant to the extent that stronger predictions
were achieved. This may be due to the relative homogeneity of our
sample; all of our participants were undergraduate students from
the same university and were largely female and heterosexual. Our
small between-subjects sample size prevents us from speculating
about the extent to which the retained variables and coefficients
from the pooled model and MLM may generalize to the broader
population of college students. Results were consistent for both
person-mean-centered elastic net and MLM, indicating that the
elastic net models did not necessarily benefit from a lack of
random effects. It is important to emphasize that the predictions
in question were still generated from idiographic time series—data
held out from each of the 33 participants’ EMA series and tested on a
person-by-person basis. Nevertheless, the pooled data were, in a
single set of coefficients, able to predict unseen outcomes as well as
or better than the more finely-tuned, idiosyncratic coefficients
(which differed in number and strength from person to person).
Future research should examine conditions under which pooled or
independent data sources produce better predictions. Likely due to
our small between-subjects sample size, we did not observe and
significant relationships between being better-predicted by the
person-specific or between-subjects models. In possible future
clinical applications, person-level data remains the most plausible
and practical application of the present methodology, allowing a
single clinician to work with a single patient without the need for
pooling or aggregating other patients. However, in research para-
digms in which both idiographic and nomothetic methods are
equally practical, it may be useful to alternate approaches based
on specific person-level or contextual variables.

Regarding possible clinical applications of the current study, it is
important to recall that these models utilized a set of time-lagged
independent variables, validated using out-of-sample holdouts from
each person’s time series data. Thus, the reported predictive accu-
racy and variance accounted for in each dependent variable pertains
to unseen data, approximately two hours in the future. Specifically,
person-specific models were able to accurately classify an average
of 76% of time points as either drinking or non-drinking events
approximately two hours before they occurred, and we returned
equally promising results in the variance accounted for in the
continuous ratings of craving and wanting to drink. Ostensibly,
these models could be applied to ongoing monitoring and early
warning systems, allowing clinicians to identify optimal inflection
points for the delivery of intervention materials.

Thus, the present methodology holds potential promise for
personalizing substance use treatment either by supporting
just-in-time mobile interventions, or by augmenting existing thera-
pist-delivered psychosocial interventions. Both the idiographic and
aggregated methods in the present paper could provide clinicians
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Table 7
Multilevel Model Results

ID AUC Sensitivity Specificity Brier
R2

craving
R² want
to drink

1 .63 .50 .84 .127 .17 .09
2 .69 .83 .56 .086 .32 .44
3 .97 1.00 .95 .057 .30 .32
4 .54 .75 .61 .089 .04 .19
5 .79 .75 .96 .052 .53 .51
6 1.00 1.00 1.00 .036 .31 .32
7 .53 .67 .68 .081 .61 .60
8 .94 1.00 .89 .037 .62 .58
9 .84 .80 .81 .156 .55 .54
10 .78 .83 .83 .102 .30 .43
12 .92 .88 .88 .080 .45 .55
13 .89 1.00 .89 .025 .11 .30
14 .84 .71 .98 .073 .66 .51
15 .57 .60 .65 .162 .00 .00
16 NA .63 .85 .003 .10 .29
17 .49 .90 .30 .266 .41 .50
18 .79 .75 1.00 .038 .09 .10
19 .82 1.00 .68 .043 .13 .11
20 .82 1.00 .64 .049 .73 .83
21 .90 1.00 .71 .061 .46 .46
22 .63 .67 .88 .048 .24 .33
23 .73 .56 .98 .118 .35 .27
24 .78 1.00 .58 .108 .35 .26
25 .82 .67 .97 .058 .00 .20
26 NA .63 .85 .010 .21 .02
27 .87 1.00 .87 .019 .12 .04
28 .82 1.00 .75 .071 .00 .00
29 .80 .57 .92 .096 .62 .60
30 .95 1.00 .95 .031 .28 .11
32 .54 1.00 .47 .080 .04 .11

Note. For drinking prediction model, retained variables = stressed, down/
depressed, pressure to drink, happy, conflict, craving, impulsive, positive
alcohol expectancy, drinking norms, want to drink, angry, drank/did not
drink, Tuesday, Wednesday, Friday, Saturday, survey 2, survey 6, survey 7,
survey 8, 24 hr cosine, 24 hr sine, weekly cosine, weekly sine. For craving
model, retained variables = Pressure to drink, enthusiastic, conflict, craving,
positive alcohol expectancy, drinking norms, want to drink, drank/did not
drink, Friday, Saturday, survey 3, survey 6, survey 7, 12 hr sine, 24 hr sine.
For wanting to drink model, retained variables = stressed, pressure to drink,
enthusiastic, conflict, craving, positive alcohol expectancy, drinking norms,
want to drink, delay gratification, angry, drank/did not drink, Monday,
Tuesday, Friday, Saturday, Sunday, survey 2, survey 6, survey 7, survey
8, cubic time, 24 hr sine, weekly sine.
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with insights into the timing of craving and consumption behavior,
identifying times in which the individual is most at risk for drinking.
Additionally, the idiographic approach in the current study could
facilitate the construction of personalized interventions by identify-
ing potentially idiosyncratic mechanisms of craving, wanting, and
consumption. In concert, these data could be used to identify when
intervention is needed and help guide which intervention compo-
nents may be most effective.
Despite the surprising success of the pooled models in the

present study, it is crucial to emphasize the importance of sufficient
person-level data in looking ahead to possible clinical and real-time
applications of the current methodology. That is, these were
intensively measured data, captured during the course of each
individual’s day-to-day life in situ, producing multivariate time
series of sufficient length to allow division into training and testing
sets.

Limitations and Future Directions

Generalizability

One possible limitation of the present study is the external validity
of the analyses and the generalizability to college-aged drinkers
writ large. Specifically, one might argue that idiographic models
generalize only to the individual under analysis, and not to other
individuals. This is accurate. It is not our contention that idiographic
models generalize. Such a position would be a violation of the
ergodic theorem (see, Fisher et al., 2018; Molenaar, 2004). Instead,
we contend that idiographic methods generalize. That is, the meth-
ods for data collection, preparation, analysis, and application are
generalizable from person to person. The formal position of idio-
graphic science is that human subjects research should operate at the
level of the individual. Methods and analyses should be applied to
each individual, separately, yielding correspondingly unique results
and conclusions. However, the theory and general methodology
underlying a given study should be consistent from person to person.
This is the model we employ here and it is this process that is
generalizable.
Nevertheless, the present study also produced accurate out-of-

sample predictions from pooled data models. These predictions may
generalize outside of the present study and should be tested in
additional samples, in order to evaluate their replicability and
external validity.

Clarifying the Feature Space

While, overall, our results are encouraging, they may belie
important variability in model results across the sample. For
example, in some participants (e.g., P003) we observed nearly
perfect predictive accuracy for future drinking events, while in
others (e.g., P032) the model performed at the level of chance.
We observed similar variability in the craving and wanting to drink
models. These results highlight that even when utilizing personal-
ized methods, there may exist certain individuals (or groups of
individuals) for whom such methods are insufficient to accurately
predict future drinking, craving, and wanting to drink. Alternatively,
it may be that the drinking-relevant behavior, affect, and cognitions
for these individuals are theoretically predictable, but that the
current feature space failed to assess the subset of variables that

would have facilitated more accurate modeling. Future studies
should seek to continue to develop methods for identifying an
optimal subset of potential mechanisms to assess through EMA,
as this likely varies person to person (Soyster & Fisher, 2019).

Assessing Model Accuracy

Despite the promising results in the current study, we should
emphasize that, in the case of the drinking prediction models
employed here, AUC may be a somewhat misleading metric
(Lobo et al., 2008). For example, AUC does not weight type 1
(false positive) and type 2 (false negative) errors differentially. For
our models, predicting a drinking event occurred when it actually
did not is likely less problematic than predicting a drinking event did
not occur when it actually did. Depending on the base-rates of the
phenomenon under investigation, AUC can be problematically
biased. In the case of rare events, a model could incorrectly predict
every occurrence of the behavior and still have high overall accuracy
as indexed by AUC. This is relevant to the present analysis because
there was marked variability in the overall frequency of drinking
events across the EMA period. Future studies should examine and
compare other metrics for the assessment of model accuracy;
perhaps the optimal method varies as a function of the applied
goal of the models (e.g., is it more important to predict the occur-
rence, or absence, or some other outcome?)

Sampling Frequency, Variable Selection, and Model
Construction

The ability of these models to accurately (and sometimes inaccu-
rately) predict future use, craving, and wanting to drink, relied on
several design factors of this study. For example, in the present study
we chose to measure the constructs of interest every 2 hr. As our
variables were time-lagged, this merits careful consideration: Con-
ceivably, some of the independent variables in our feature space
could have exerted effects on dependent variables every four hours,
or every day, rather than every two hours. If any time-lagged effects
unfold at faster or slower time scales, these might be obscured by the
selected sampling frequency. Additionally, various independent
variables could exert effects on selected dependent variables at
different lag lengths.

Finally, the present study utilized elastic net regularization for
variable selection, but other approaches exist such as random forest
variable selection (Catal & Diri, 2009; Ho, 1995). Future studies
should examine how different modeling paradigms affect model,
including sampling frequency, lag length, variable selection proce-
dures, and classification methods. Different combinations among
these choices may help to optimize the current methodology.

Conclusion

The present study aimed to predict drinking-relevant behavior,
affect, and cognition in college students by constructing idio-
graphic prediction models from a set of 40 possible predictor
variables. These models achieved higher predictive accuracy than
expected. As these models demonstrated such accuracy in the
prediction of behavior hours later in out-of-sample data, they may
hold promise for just-in-time interventions and other potential
clinical applications.
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